N
Check for
Updates

Chrono: Meticulous Hotness Measurement and
Flexible Page Migration for Memory Tiering

Zhenlin Qi
qizhenlin@sjtu.edu.cn
Department of Computer Science and
Engineering, Shanghai Jiao Tong
University
Shanghai, China

Yifeng Hui
sinemora@sjtu.edu.cn
Department of Computer Science and
Engineering, Shanghai Jiao Tong
University
Shanghai, China

Shengan Zheng’
shengan@sjtu.du.cn
MoE Key Lab of Artificial Intelligence,
Al Institute, Shanghai Jiao Tong
University
Shanghai, China

Bowen Zhang
bowenzhang@sjtu.edu.cn
Department of Computer Science and
Engineering, Shanghai Jiao Tong
University
Shanghai, China

Ying Huang
ying.huang@intel.com
Intel
Shanghai, China

Linpeng Huang®
Iphuang@sjtu.edu.cn
Department of Computer Science and
Engineering, Shanghai Jiao Tong
University
Shanghai, China

Hong Mei
meih@sjtu.edu.cn
Shanghai Jiao Tong University
Shanghai, China

Abstract

As the memory demand continues to surge, the limitations
of DRAM scalability have spurred the development of var-
ious new memory technologies in today’s data centers. In
order to harness the benefits of the heterogeneous memory
architecture, tiering has become a widely adopted memory
management paradigm. The effectiveness of a tiered mem-
ory management system primarily relies on its ability to
accurately identify frequently accessed (“hot”) pages and
infrequently accessed (“cold”) pages, and efficiently relo-
cate them between tiers. However, existing systems rely on
coarse-grained frequency measurement schemes that do not
align with the performance characteristics of modern mem-
ory devices and memory-intensive applications. Addition-
ally, these systems often incorporate rigid rules or manually
configured parameters for page classification, resulting in
inflexible migration strategies.
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This paper introduces Chrono, a novel OS-level tiering
system that offers precise characterization of page access fre-
quencies in different tiers and enables efficient migration of
hot and cold pages. By leveraging timers instead of counters,
Chrono achieves meticulous measurement of hot page access
frequency with low overhead. This approach allows Chrono
to automatically tune its page classification parameters, lead-
ing to flexible migration strategies that adapt to various
workloads. Furthermore, Chrono includes a dynamic cold
page identification subsystem, which balances the utilization
and availability of tiered memory. We have implemented and
evaluated Chrono on existing tiered memory platforms, and
experimental results demonstrate that Chrono outperforms
state-of-the-art tiering systems by a large margin.
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systems — Information storage technologies.
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1 Introduction

In light of the rise of memory-intensive applications, such
as in-memory database services and foundational model
training [13, 26, 36, 50, 70, 73], there has been a notable
surge in memory demands within contemporary data cen-
ters. However, the scalability of DRAM has proven challeng-
ing in meeting the escalating requirements [20, 43, 47, 56].
To address this issue, researchers have recently proposed
various alternative technologies. Some focus on new mem-
ory devices [12, 25, 31, 80], such as production-grade non-
volatile memory (NVM), which provides substantial gains
in storage capacity and energy efficiency [17, 19, 21, 34]
compared to DRAM. Others focus on new interconnection
technologies (7, 28, 74, 77], such as Compute Express Link
(CXL), which provides low-latency links for heterogeneous
memory and drives the creation of next-generation memory
pools [3, 22, 43, 76]. The advancement in hardware brings
forth fresh opportunities for OS researchers, with require-
ments to exploiting the full potential of heterogeneous mem-
ory architectures.

The novel main memory technologies, including NVM and
CXL memory, exhibit common characteristics [74, 75, 80, 82],
which are byte-addressable and provide larger capacity with
higher latency (150-270 ns) in comparison to DRAM (50-90
ns). In this paper, we refer to DRAM as “fast memory” and the
newly introduced memory devices as “slow memory”. The
distinctive properties of slow memory establish it as a new
tier situated between conventional SSD-based storage and
the fast memory. In practice, it provides directly accessible
physical memory to the kernel alongside the fast memory,
without introducing architectural overhead such as memory
mapping and swapping. With the heterogeneous memory ar-
chitecture, memory tiering [49, 63, 78] has become a widely
adopted paradigm as it exposes the full capacity of different
tiers while maintaining transparency to applications.

To fully exploit the performance of fast and slow memory
tiers, the OS needs to measure the hotness of pages and
effectively migrate hot/cold pages between different tiers [1,
18, 33, 38, 61, 67]. Recent researches [27, 35, 39, 48, 49, 64, 72]
have been dedicated to optimizing the hotness measurement
methods.

However, existing solutions fail to incorporate both fine-
grained frequency and high spatial resolution, leading to
insufficient page classification ability for today’s high per-
formance memory tiering architecture. We have analyzed
three common types of methods that utilize software page
fault, hardware access bit, and hardware event sampling mech-
anisms to measure page hotness. Both software page faults
and hardware access bits only provide coarse-grained access
frequency statistics, whereas hardware event sampling, de-
spite being more precise, is constrained by limited sampling
capacity when dealing with fine-grained page sizes. Their
inflexible migration criteria and manually tuned profiling
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schemes also hinder their capability to dynamically respond
to evolving workload patterns.

Our analysis reveals the following insight: It is challenging
for the counter-based measurement schemes to satisfy the re-
quirement of fine-grained access frequency characterization,
as their effective statistical scales rely on the measurement
intensity, which is directly related to the system overhead.
Fortunately, we discover that utilizing timers to record the idle
time of pages offers meticulous measurement of the access
frequency, decoupling frequency resolution from measure-
ment rate, and enables adaptive classification criteria.

We propose Chrono, a novel tiered memory system that
provides fine-grained hotness measurement and flexible page
migration with low overhead. Chrono leverages an innova-
tive Captured Idle Time (CIT) method to accurately es-
timate page access frequency and provides meticulous fre-
quency statistics. With CIT, Chrono significantly improves
the hot page identification precision, while adding negligi-
ble overhead compared to the vanilla non-uniform mem-
ory access (NUMA) management in Linux. The fine-grained
measurement scheme motivates us to design conditional
promotion schemes, including candidate filtering and rate-
limited migration, to identify hot pages stably and efficiently.
Meanwhile, Chrono includes a proactive cold-page demotion
scheme that balances the memory utilization and availability,
with a monitoring method to avoid redundant page migra-
tions and alleviate extra bandwidth consumption.

To exploit Chrono’s flexibility in handling various applica-
tion memory access patterns, we introduce automatic tuning
schemes to adjust the critical system parameters at run-time.
We design a Dynamic CIT Statistic Collection (DCSC)
scheme that accurately depicts the distribution of page hot-
ness across the fast and slow tiers. It enables Chrono to cal-
culate and adjust its classification threshold and migration
rate adaptively, thereby achieving transparent and flexible
performance optimization.

In summary, we make the following contributions:

e We conduct a thorough analysis of existing tiered mem-
ory management systems, focusing on hotness mea-
surement and migration criteria. It reveals that ex-
isting approaches lack the capability to discern fine-
grained access frequency and employ inflexible migra-
tion strategies.

e We introduce Chrono, a novel tiered memory system
that incorporates a meticulous hotness measurement
scheme. It takes a timer-based method to precisely cap-
ture memory access frequency, with a hot page candi-
date filtering scheme. We provide theoretical analysis
to validate the stability and efficiency of our method.

e We design adaptive parameter tuning methods based
on a run-time page hotness distribution statistics sub-
system, allowing Chrono to adjust its migration param-
eters transparently and adaptively. We further design
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dynamic cold page identification schemes that opti-
mize the fast-tier memory availability.

e We implement Chrono based on the Linux kernel and
make it open-source. With thorough evaluation on
various memory-intensive benchmarks, we show that
Chrono outperforms the state-of-the-art tiered mem-
ory systems by a large margin.

2 Background and Motivation

In this section, we first review the existing NUMA-balancing
scheme of Linux. Second, we show that memory-intensive
workloads impose significant memory pressure on the slow
tier, emphasizing the importance of accurate page hotness
measurement. Third, we analyze recent research works focus-
ing on hotness measurement and show their limitations on
measurement granularity, with further experimental results
demonstrating their deficiencies in hot page identification.

2.1 NUMA migration scheme

Current researches and industry solutions tend to reuse the
NUMA management system to organize the new memory
tiers [3, 43, 49], prioritizing system implementation simplic-
ity and application transparency. In a multi-socket NUMA-
aware system, the auto NUMA-balancing scheme [60] man-
ages the cross-NUMA page migration procedure. It is de-
signed to optimize the page placement according to the CPU
sockets’ memory localization. By periodically scanning the
address space of a process and marking a range of pages as
inaccessible, using the PROT_NONE flag, a page fault will occur
when the process accesses a scanned page and the kernel in-
tercepts it. The kernel then verifies the tag of the faulted page
indicating which CPU performed the last access by checking
the corresponding bits in the struct page. A migration oc-
curs if the memory node of the page does not match the CPU
node that triggered the fault. The auto NUMA-balancing
scheme is expected to improve the performance when the
applications cannot guarantee local memory allocation.

However, the original NUMA-balancing policy is unsuit-
able for page migration in tiered memory architecture. Since
the newly-added slow tier appears as a CPU-less memory
node, any memory access occurring in the poisoned address
range will lead to page migration, which is equivalent to ap-
plying a most recently used (MRU) algorithm to identify hot
pages. This MRU approach fails to capture access frequency,
resulting in the misidentification of hot pages in the slow tier,
as it may promote candidates that have remained idle for a
considerable time before their most recent access. Therefore,
it is imperative to implement a more precise hotness mea-
surement mechanism that integrates frequency statistics to
enhance the page migration accuracy.
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Figure 1. Per-page memory access frequency, with DRAM,
NVM contribution, and top-10% hot region stats of NVM.

2.2 Memory pressure on fast-slow tiers

As fast-slow memory tiering offers increased capacity and
bandwidth, the substantial memory traffic highlights the
inadequacy of conventional coarse-grained techniques in
accurately capturing page access frequency. Coarse-grained
frequency measurement methods lead to inaccurate hot page
identification, which will result in overall performance degra-
dation. We conduct a quantitative analysis to demonstrate
that only a precise hotness measurement method can distin-
guish hot pages effectively.

We run Pmbench [86], Graph500 [55], Memcached [53]
and Redis [66] on a DRAM-NVM tiered system (see details
in Section 5). We then use the PMU tool [6] (with processor
event-based sampling (PEBS) [29] on x86) to capture memory
accesses that target different memory regions. We calculate
the average per-page access frequency for DRAM and NVM,
respectively, dividing the number of memory accesses by the
total number of pages. As shown in Figure 1, DRAM exhibits
denser access patterns compared to NVM, due to the inher-
ent differences in hardware characteristics Nevertheless, we
observe that each NVM page also exhibits 20-40 accesses per
minute on average, emphasizing the necessity for highly ac-
curate hotness measurement strategies to enhance hot page
selection in tiered memory systems.

Specifically, our analysis of the instruction samples reveals
that the top 10% hot NVM pages exhibit access frequencies
up to 5.5times higher than the average access rate across
the entire NVM region. As a result, an effective hotness
measurement method, which is capable of handling access
frequencies from tens to hundreds of accesses per minute, is
essential for accurately distinguishing between hot, warm,
and cold pages in the memory space. However, we analyze
and find that existing solutions fail in achieving the precision
needed for accurate hotness measurement.

2.3 Characteristics of existing solutions

We analyze the recent memory tiering research works, in-
cluding Auto-Tiering [35], Multi-Clock [48], TPP [49], and
Memtis [39], and summarize their characteristics in Table 1.
As an overview, the majority of existing tiering systems
adopt counter-based frequency measurement methods to
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Solution Type Migration Criterion Effective Frequency Scale  Default Page Size
Auto-Tiering System-wide Page-fault counters 0~1 access/min Base page
Multi-Clock System-wide Multi-level LRU lists 0~1 access/min Base page
Telescope System-wide Tree-structured PTE bits 0~5 access/sec Base page
TPP System-wide Page-fault + LRU lists 0~2 access/min Base page
Memtis Process level PEBS stats + Ratio config 0~10 access/sec Huge page
FlexMem Process level PEBS stats + Page fault 0~10 access/sec Huge page
Chrono [Ours] System-wide Dynamic CIT stats 0~1000 access/sec Base page

Table 1. Characteristics of the design and principles in recent tiered memory research works.

capture hotness, which tightly couple the effective frequency
scale with the measurement intensity and lead to coarse-
grained frequency statistics.

Software page fault. Many existing solutions utilize the
software page fault mechanism to record memory access at
the kernel level [1, 35, 49]. Auto-Tiering utilizes the software
page faults, recording memory access history within the
recent eight page-scanning periods as an 8-bit LAP (least
accessed page) vector, to distinguish hot/cold pages [35]. TPP
combines the page fault criterion provided by the NUMA-
balancing scheme with the access recency criterion provided
by the LRU mechanism, identifying hot pages by synthetic
information [49], which is considered a software-hardware
cooperated method.

However, these solutions fail to provide fine-grained page
access frequency measurement resolution. The kernel per-
forms page scan operations cyclically on the virtual address
space of each process, where the default scan interval is set
to one minute. Thus, existing solutions are unable to meet
the precision required for effective hotness measurement.
For instance, a page listed in the level-8 LAP only represents
at least eight accesses over the last eight minutes. Adjusting
the number of lists does not lead to improved precision in
frequency measurement. While shortening the scanning pe-
riod could theoretically refine frequency measurements, it
also leads to substantial page-fault handling overhead.

Hardware access bit. Other researchers propose to uti-
lize conventional processor-managed bits and construct re-
fined LRU lists to measure page hotness [18, 48, 57]. Lever-
aging the reference/dirty bits in page table entries (PTE),
Multi-Clock optimizes the Linux page reclamation algorithm,
named clock, by constructing multi-level LRU lists and se-
lecting migration candidates from the top/bottom lists [48].
TMTS also adopts this mechanism to monitor page access
and builds a hardware-based timely hot page selection algo-
rithm [18]. Telescope, on the other hand, takes advantage of
the tree-structured PTEs to enable a region-based profiling
that is efficient for TB-level memory systems [57].

Nonetheless, they also fail to provide fine-grained hot-
ness measurement. Hardware bits provide only “accessed or
not” information over a fixed period, hindering the ability
to capture nuanced access patterns. The reset intervals are
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determined by memory shortages and the size of the LRU list,
often lasting from minutes to hours in today’s data centers.
While effective at identifying idle pages, the coarse-grained
measurement fails to provide the precise access frequency
statistics that are necessary for accurately tracking hot pages.
The tree-structured PTE bits used in Telescope, although pro-
viding a scalable solution for large memory systems, also has
a fixed profiling window (200ms) that limits its frequency
resolution at each level of PTE tree.

PEBS counter. Recently, researchers have proposed to
utilize the PEBS scheme to collect access frequency statis-
tics [39, 64, 84]. HeMem [64] utilizes PEBS counters to rep-
resent the memory access frequency and classify hot and
cold pages based on fixed thresholds. Memtis [39] further
proposes a global histogram-based statistic mechanism with
a fast-slow memory ratio configuration to adjust its classi-
fication criterion. FlexMem [84] integrates the PEBS-based
method with the software page fault method to provide a
synthetic classification criterion, which enhances Memtis
with timely migration decisions.

Unfortunately, the PEBS-based tiering solutions are mainly
optimized for huge-page (2MB page size) systems and face
considerable obstacles when applied to base-page (4KB page
size) systems. The root cause is that micro-operations in
the sampling mechanism introduce non-negligible CPU and
memory overhead to the users, across different hardware
platforms [4, 9, 69]. This type of solutions adopt the sam-
pling rate lower than 100000 samples per second, where the
Linux kernel forces the upper-bound and system designers
further restrict the sampling rate for performance considera-
tion. Given the fact that a stable PEBS-based classification
algorithm needs significant counter values (from 2° to 21
in HeMem and Memtis) for each hot page within a cooling
period (usually several seconds), the limited sampling rate
prevents them from tracing large amount of pages. Con-
sequently, these approaches face significant limitations in
achieving fine-grained hotness identification in base-page
systems, due to inherent hardware constraints in balancing
address profiling resolution and system overhead.

Moreover, running traditional base-page oriented applica-
tions on huge-page based systems inevitably leads to mem-
ory bloat [54], which not only wastes memory space [37],
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Figure 2. Characteristics of (a) hot page identification effi-
ciency in existing solutions, and (b) PEBS bin distribution
under different page granularity in Memtis.

but also degrades the classification accuracy due to hotness
fragmentation [8, 42] that enlarges the identified hot region
size. Memtis is able to reduce memory bloat ratio moderately
by page splitting operations, which is, however, another per-
formance bottleneck for tiered memory systems.

2.4 Limitations in hot page identification

To evaluate the effectiveness of hotness identification meth-
ods in existing works, we construct a memory-intensive
benchmark with a skewed access pattern using the Pmbench
tool. With a Gaussian access pattern and a stride step of
2, we run a 32-thread Pmbench workload on a platform
with 256GB memory, with 25% of the memory composed
of DRAM and the remaining as NVM. We stat the run-time
memory access frequencies of the different memory nodes
using the PMU tool and focus on two metrics. The first is the
F1-score. Taking accesses that fall into the center 25% of the
address space (hot region defined by the normal distribution
in workload configuration) as actual positives, and accesses
to DRAM as predicted positives since all the identified hot
pages are promoted to the DRAM node, we calculate the
harmonic means of precision and recall as F1-score. The sec-
ond is the page promotion ratio (PPR), which is calculated
as the ratio of the number of pages promoted to DRAM to
the total number of accessed NVM pages. Results are shown
in Figure 2a.

An ideal hotness identification method should have a high
F1-score and a low PPR, which means that it can accurately
identify hot pages and avoid unnecessary page migrations.
As the results show, the existing page-fault based methods
and hardware-bit based methods exhibit lower precision due
to unnecessary migrations, while the PEBS-based methods
(such as Memtis) provide lower recall due to hotness frag-
mentation caused by their use of huge pages, and the fact
that our benchmark is base-page oriented.

We further analyze the limited generalizability of PEBS
for the base-page system by counting the number of pages
that fall into different hotness levels under PEBS-based sta-
tistical schemes and show them in Figure 2b. We run the
same workload and collect the counter values in different
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bins representing various hotness levels, and repeat it under
different page granularity settings. We observe a significant
reduction in counter values within the base-page system,
which leads to an unstable classification of hot and cold
pages. Specifically, in the huge-page system over 80% PEBS
counters fall in the 4th or higher bin (representing access
counter value > 8), while in the base-page system this ratio
is reduced to under 7%. Statistically, a smaller PEBS counter
value is related to a higher coefficient of variation, which
indicates the instability of the PEBS-based hotness classifica-
tion in the base-page system. It shows that the vast disparity
between moderate sampling rate and large page count in the
base-page system hinders PEBS from delivering meaningful
statistical information for accurate hotness identification.

3 Design

In this section, we present Chrono, a novel OS-level tiered
memory management system. Chrono employs a timer-based
hotness measurement scheme that accurately tracks page
access frequency with minimal overhead, enabling efficient
system-wide hot and cold page identification while support-
ing flexible page migration strategies. Built on the mainline
Linux kernel, Chrono employs the NUMA abstraction to
architecturally separate fast and slow tiers. As shown in
Figure 3, Chrono integrates three distinct components that
collectively streamline page hotness tracking and migration
within the tiering framework:

e Meticulous Page Promotion. We propose a timer-
based page hotness measurement method based on
page idle time capturing, facilitating accurate hot page
identification for promotion with minimal overhead.

e Adaptive Parameter Tuning. We design two param-
eter tuning methods to manage page classification and
migration within Chrono, with the first focusing on
low overhead and the second enabling full automation
via an integrated hotness statistic mechanism.

e Proactive Page Demotion. We introduce a new mem-
ory watermark to trigger page demotion proactively,
achieving a balance between memory availability and
hot page placement. We also propose a page thrashing
monitor to mitigate unnecessary migrations.

3.1 Meticulous Page Promotion

The efficiency of the page promotion hinges on the accurate
measurement of page hotness and the effective identification
of hot pages for migration. Our meticulous approach utilizes
Captured Idle Time (CIT), which is the time gap between
page scan and page fault, as a reliable metric that negatively
correlates with access frequency. This allows us to estimate
page hotness with minimal overhead while employing light-
weight classification methods. To ensure robust hot page
identification, we design a conditional promotion scheme
with high stability and efficiency.
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3.1.1 Timer-based hotness measurement. To measure
page hotness effectively, we propose a Ticking-scan scheme
that captures precise timestamps of page unmapping events
during periodic scans. By combining them with consecutive
page-fault timestamps, Chrono calculate CIT values for each
page efficiently while maintaining bounded overhead.

Specifically, Ticking-scan employs a timer-based approach
to monitor page hotness by periodically scanning the virtual
memory space of active processes. Each scan marks a range
of pages as inaccessible (by setting PTE bits to PROT_NONE),
and records the scan timestamp for slow-tier pages. When an
unmapped page is accessed, a page fault triggers Chrono to
log the corresponding page-fault timestamp. CIT is then cal-
culated as the difference between the page-fault timestamp
and the prior scan timestamp. This metric is statistically pro-
portional to the interval between consecutive accesses to the
page, providing an accurate reflection of access frequency.
Our experimental results (Subsection 5.1, Figure 10a) also
support that a lower CIT correlates with a higher access
frequency and vice versa.

By decoupling measurement resolution from the scan
period, CIT provides an effective mechanism for captur-
ing a wide range of access frequencies. Using millisecond-
based timers, Chrono achieves a measurable frequency upper
bound of 1000 accesses per second, making Ticking-scan par-
ticularly suited for fine-grained hot page identification in
memory-intensive environments. CIT also allows Chrono to
precisely identify hot pages with minimal system overhead,
consisting of only timestamp recording and basic arithmetic
calculations. In addition, the metadata required for CIT oc-
cupies only 4 bytes per page, imposes a negligible space
cost, ensuring scalability in systems with very large memory
capacities.

Chrono classifies hot and cold pages based on their corre-
sponding CIT values and migrates them across memory tiers.
A system-wide CIT threshold is employed as the classifica-
tion boundary, ensuring optimal tier assignment. To adapt to
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various workloads, Chrono incorporates adaptive parameter
tuning mechanisms (detailed in Subsection 3.2) that dynami-
cally adjust the threshold in response to workload changes,
enabling adaptive and responsive memory management.

3.1.2 Conditional page promotion. Despite the high ef-
ficiency of CIT-based hot page identification, its accuracy can
be compromised by the inherent randomness in scan timings
and page access patterns, where a single-round CIT-based
classification can occasionally result in unstable promotions.
Additionally, a fixed CIT threshold does not responds effec-
tively to various workloads. To prevent unnecessary migra-
tions, we introduce a candidate filtering scheme to refine
the identification process by evaluating multiple CIT rounds,
thus reducing the likelihood of premature promotions. We
also design a rate-limited promotion queue, which controls
the frequency of page promotions, preventing excessive mi-
grations and minimizing system overhead.

As illustrated in Figure 4, the candidate filtering proce-
dure begins by logging the CIT values of all accessed pages
within a Ticking-scan range. Pages with CIT values below
the threshold are selected as candidates and stored in an
XArray, which allows for low-latency access and minimal
memory consumption. During the next scan cycle, these can-
didates undergo a second evaluation. If a page’s CIT remains
below the threshold, it is marked for promotion and added to
the promotion queue. This two-round filtering mechanism
ensures more accurate promotion decisions, minimizing un-
necessary migrations and reducing system overhead.

Candidate filtering enhances both the stability and effi-
ciency of the promotion process. By using the maximum
value of two CIT samples, it reduces the chance of incor-
rectly classifying pages as hot, lowering the likelihood of
premature promotions (Appendix B.1). Additionally, limiting
the rounds of sampling ensures that the resource footprint
remains low, avoiding the page-fault overhead associated
with excessive sampling. Both our theoretical analysis (Ap-
pendix B.2) and experimental results confirm that two-round
page selection strikes a balance between stability and effi-
ciency without compromising system performance.

Chrono initiates asynchronous page migration for candi-
date pages that are deemed ready for promotion. This in-
volves remapping the pages and copying data across memory
tiers, followed by their removal from the promotion queue.
To prevent excessive migrations, we introduce a promo-
tion rate limit, which regulates the number of migrations
and reduces system overhead. Chrono regularly updates
the rate limit based on a running count of enqueue and
dequeue events, tuning it dynamically to match workload
intensity (Subsection 3.2). Through the adaptive adjustment
of migration rate, Chrono ensures timely page migrations
while maintaining low overhead, achieving a delicate balance
between migration responsiveness and system stability.
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3.2 Adaptive Parameter Tuning

Chrono’s page promotion mechanism relies heavily on the
coordination between the CIT threshold and the promo-
tion rate limit. The CIT threshold serves as a dynamic upper
bound, ensuring that only the hottest pages (those with CIT
values shorter than the threshold) are selected as promo-
tion candidates, while the promotion rate limit modulates the
number of pages promoted during each scan cycle, prevent-
ing overloading of the fast memory. By adaptively controlling
both the quality and quantity of promoted pages, Chrono is
dynamically adjusted to fit various workload patterns.

To optimize its performance at run-time, Chrono incorpo-
rates two parameter tuning methods. The semi-automatic
method adjusts only the CIT threshold dynamically based
on workload characteristics, providing stable performance
with negligible overhead. The fully automatic method, which
serves as Chrono’s default option, utilizes a sophisticated dy-
namic CIT collection and statistical monitoring system. This
approach continuously adapts to shifts in workload memory
access patterns, offering a completely automated solution
that fine-tunes both the CIT threshold and promotion rate
dynamically.

3.2.1 Semi-auto parameter tuning. Chrono’s semi-auto
parameter tuning method provides a user-guided approach
to memory tier management. Users manually configure the
promotion rate limit, while Chrono automatically adjusts the
CIT threshold to align with dynamic memory access patterns.
This approach is particularly suited for users with a deep un-
derstanding of their applications’ memory behavior, striking
a balance between user control and system adaptability.
During each Ticking-scan period, Chrono continuously
monitors the promotion enqueue rate and compares it to
the rate limit, recalibrating the CIT threshold to maintain
balance. If too many pages enter the promotion queue, the
threshold is reduced to slow the promotion rate, and vice
versa. Specifically, the adjustment is determined by a coeffi-
cient r, calculated as the ratio between the promotion rate
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limit and the promotion enqueue rate. With an adaption step
d, the threshold TH update process is represented as:

Rate Limit|[i]

=———— TH;., 1 =(1-6+6-r;)TH,.
Enqueue Rate([i] = ( ri)TH;

Ti
Guided by the adjustment coefficient r;, Chrono ensures
that the enqueue rate of promotion queue converges to the
rate limit, without overwhelming the promotion queue or
underutilizing available memory resources.

Chrono’s semi-auto tuning method strikes a balance be-
tween simplicity and precision by using only two counters
to dynamically decide the CIT threshold. A well-balanced
threshold ensures that hot pages are promoted with optimal
accuracy and promotion rate. A short CIT threshold yields
too few promotion-ready pages, resulting in prolonged ad-
justments, while a long threshold can cause overflow with ex-
cessive hot page promotions. By averaging the enqueue rate
within each Ticking-scan period, Chrono ensures smooth
and predictable adjustments with minimal system overhead.

3.2.2 Statistics-based parameter tuning. The semi-auto
parameter tuning offers a lightweight yet effective way to
classfy hot pages by automatically fine-tuning the CIT thresh-
old. While this method provides a degree of flexibility, its
reliance on user-provided rate limits may pose challenges for
workloads with unfamiliar memory access behaviors. More-
over, due to the periodical and gradual nature of adjustments,
the method may exhibit delayed responsiveness to rapidly
changing memory demands.

To resolve these challenges, Chrono introduces a statistic-
based fully automatic parameter tuning method that is lever-
aging a Dynamic CIT Statistic Collection (DCSC) ap-
proach to adaptively adjust both the CIT threshold value
and promotion rate limit. DCSC periodically performs the
Ticking-Scan procedure to sample a randomly selected small
memory portion from different tiers, generating heat maps
that reflects the overall CIT distributions of each tier. Chrono
then compares the heat maps of different memory tiers to
determine the misplacement ratio and control the migration
rate, enabling a transparent and adaptive page management
system without manual configuration.

The DCSC scheme is depicted in Figure 5. To begin, Chrono
randomly selects a small portion (P%) of the virtual memory
space allocated to the process, designating these pages as
victim pages. These pages are marked as inaccessible using
a special flag (PG_probed) to differentiate them from those
subjected to a regular Ticking-scan. Subsequently, the CIT
values of the probed pages are gathered using a two-round
CIT generation mechanism, allowing for a global standard
for both the statistics and hot page identification schemes.
The overall distribution of page hotness is represented in a
heat map organized into B buckets corresponding to differ-
ent frequency ranges, facilitating for efficient detection of
overlapping hotness levels. For each memory tier, a statistic
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Figure 5. Dynamic CIT statistic collection scheme.

table is created that contains the process PID, timestamp, and
a CIT range counter array. As processes update their entries,
Chrono dynamically aggregates and updates the heat maps
for each tier, leading to a transparent and real-time memory
hotness capturing system.

Chrono leverages heat maps to track page hotness across
memory tiers, dynamically identifying overlaps and adjust-
ing migration policies to optimize efficiencies. By comparing
the hot pages in the slow-tier with the cold pages in the fast-
tier, Chrono identifies overlaps on the same hotness levels in
different tiers. The number of overlapping pages is used to
calculate the misplacement ratio, which is then multiplied by
the memory consumption and divided by the Ticking-scan
period to determine the proper promotion rate limit. Mean-
while, the CIT threshold is dynamically recalibrated based
on the overlap point, enabling Chrono to continuously fine-
tune its page classification criterion in response to dynamic
workload patterns.

The statistical scan procedure operates independently
from the Ticking-scan, employing a randomized sampling or-
der to facilitate rapid parameter tuning. While Ticking-scan
sequentially scans the entire address space, the statistical
scan selectively probes a small memory subset, enabling fre-
quent per-second scans without imposing significant over-
head. Meanwhile, the randomness of the selected memory
pages ensures a statistically accurate representation of mem-
ory access patterns while providing a stable basis for param-
eter adjustments. By leveraging the DCSC approach, Chrono
offers a fully automated memory management solution that
adapts to changing workload patterns without user interven-
tion, ensuring optimized performance and efficiency across
a wide range of applications.

3.3 Proactive Page Demotion

Effective page demotion is essential for Chrono’s goal of
maintaining an optimized and responsive tiered memory sys-
tem. To facilitate timely and effective page migration, Chrono
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introduces a promotion-aware memory watermark that trig-
gers the demotion of cold pages from the fast tier. Pages in the
fast-tier inactive list are selected based on an LRU algorithm
for demotion to the slow tier. Moreover, Chrono continu-
ously monitors for page thrashing, adjusting its migration
policies dynamically to prevent unnecessary migrations and
optimize memory utilization.

3.3.1 Watermark-based page demotion. To maintain
memory availability of fast-tier memory and avoid promo-
tion delays, Chrono integrates a proactive demotion scheme
triggered by a promotion-aware watermark. We extend the
Linux memory reclamation mechanism by introducing a
promotion-aware watermark (pro), which resides above the
original high watermark, to ensure that sufficient memory
is always available for hot page promotions. When fast-tier
memory availability falls below the high watermark, demo-
tion is triggered to free space until the amount of available
memory reaches the pro watermark. The gap between the
high and pro watermarks is dynamically configured to en-
sure ample space for page promotions, calculated as twice
the default scan interval multiplied by the promotion rate
limit. Demotion candidates are chosen from the inactive list
of the fast-tier memory using an LRU algorithm, providing
a lightweight and scalable approach to managing cold pages,
while ensuring efficient memory reclamation and avoids
unnecessary page thrashing.

Overall, Chrono ensures that fast-tier memory pages are
efficiently managed without the need for disk-based recla-
mation. Instead, DRAM cold pages are proactively demoted
to the slow tier, maintaining the performance of demand
paging by keeping sufficient available fast-tier memory ca-
pacity. Meanwhile, the slow-tier pages could be promoted to
DRAM, and also could be swapped out to disk if necessary. It
also enables Chrono to accommodate user-defined memory
limits (e.g., cgroups memory.limit), while prioritizing the
retention of hot pages in the fast tier. When memory limits
are reached, Chrono initiates slow-tier reclamation to relieve
memory pressure while maintaining the placement for hot
pages, without sacrificing application performance.

3.3.2 Page thrashing monitor. Page thrashing occurs
when recently demoted pages are prematurely promoted
back to the fast tier, leading to redundant page migrations,
unnecessary page faults, and wasted memory bandwidth. To
mitigate this, Chrono incorporates a page thrashing monitor
that tracks the hotness of recently demoted pages.

Chrono marks each recently demoted page with a new flag,
demoted, and immediately makes them inaccessible by chang-
ing the corresponding PTE bits to PROT_NONE. The demotion
timestamp is stored as a substitution for its Tiering-scan
timestamp, and the page is re-evaluated under the same pro-
motion criteria as other slow-tier pages. A thrashing event is
recorded if a demoted page is marked as promotion candidate
again within a scan period. By periodically comparing the
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thrashing rate with the overall promotion rate, Chrono dy-
namically adjusts the promotion rate limit. If the thrashing
ratio exceeds a preset threshold (e.g. 20%), Chrono responds
by halving the promotion rate limit for the next scan period,
which effectively mitigates the impact of thrashing without
compromising system responsiveness.

3.4 Huge Page Support

Chrono also supports huge pages, which are commonly used
in memory-intensive applications to reduce TLB misses and
improve memory management efficiency. The Linux kernel
provides a mechanism to allocate different page sizes, includ-
ing 2MB and 1GB huge pages, which can be used in both
fast and slow tiers.

To support huge pages, Chrono extends the candidate fil-
tering mechanism and DCSC approach to handle different
page sizes effectively. Ticking-scan is adapted to measure the
hotness of huge pages by logging the CIT values of each huge
page in the same way of base-page, and using an adjusted
CIT threshold to classify hot and cold items for huge pages.
For example, the CIT threshold for 2MB huge pages is set to

TH,,, = TZI;’;B , and the CIT threshold for 1GB huge pages
issetto TH, ., = ih's: It ensures that the hotness mea-

1GB — 512x512°
surement and promotion mechanism are consistent across

different page sizes. The DCSC approach is also adaptive
to huge pages, where the huge-page related CIT values are
counted into the CIT heat map by eventually distributing
the calculated accesses to the corresponding 4KB pages. For
example, a 2MB huge page falling into the i—th CIT bucket
will be counted as 512 base pages in the (i+9)-th CIT bucket
(assuming that adjacent CIT buckets representing 2x access
frequency). This approach ensures that the hotness statistic
mechanism remains fair and consistent across different page
sizes, enabling seamless integration of huge pages into the
timer-based tiering framework.

4 Implementation

We implement Chrono based on the Linux kernel v5.18, with
1.9k SLOC code changes, and have made it publicly avail-
able on GitHub! and Zenodo?. We add a new numa_tiering
option in sysctl to enable Chrono.

All the configurable parameters in Chrono are summa-
rized in Table 2. For Ticking-scan, we set the default manner
identical to the Linux kernel’s NUMA scan mechanism. The
additional CIT metadata allocated in the extended struct
page structures consumes 0.2% of the physical memory space,
and thus incurs only a modest space overhead. Regarding the
XArray indexing the hot page candidates, we allocate new
slots in the kernel space, which consume less than 32 KB

Ihttps://github.com/S)TU-DDST/chrono-project
Zhttps://doi.org/10.5281/zenodo. 14875828
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Name Default Description
Scan step 256 MB y Mal.“ke.d page set size
of a Ticking-scan event.
Scan period 60 sec e Period for Ticking-scan
to loop over address space.
- o Ratio of pages sampled
P-victim 0.0037% in the DCSC scheme.
e Number of different
B-bucket 28 CIT-levels in DCSC stats.
e Adaption step for
o-step 0.5 CIT threshold adjustment.
CIT threshold | 1000 ms e Auto-tuned.
Rate limit 100 MBps e Auto-tuned.

Table 2. Summary of the parameter default values in Chrono.

memory on average for each active process across their life-
time as there is a limited number of pages selected as pro-
motion candidates by the DCSC design.

In the DCSC-based tuning schemes, we choose a small
portion P of pages to be sampled as the victims, where 0.003%
is corresponding to about 8 MB in our 256 GB platform. The
default victim ratio should be decreased when applied to a
larger memory system, to avoid scanning too many pages in
the statistics collection process. For CIT-level buckets, the
finest CIT level is 1 ms and i—th bucket contains the CIT
values in the range of [2/71, 27) millisecond. Setting the finest
granularity as 1 ms is sufficient to hotness representation, as
the CIT values are not used for precise time measurement
but for frequency estimation, and pages with a CIT value
above 227 ms (which indicates at least 37.3 hours untouched)
will not be considered as key points in hot-page selection. We
have also developed procf's controllers that allow system
managers to configure parameters manually as they need.
Details about the impact of these parameters are provided
in the evaluation section.

5 Evaluation

Our evaluation testbed is equipped with an Intel Xeon Gold
6348 CPU running at 2.6 GHz. The fast memory is composed
of four local 16 GB DDR4 DRAM modules. We configure two
128 GB Intel Optane PM modules in a CPU-less NUMA node
as slow memory, following the community tendency [23]. It
has about 200 ns memory load/store latency, which is also
similar to CXL memory specification [74, 75].

For comparison, we choose the Linux kernel v5.18 with
NUMA-balancing [52] (Linux-NB), Auto-Tiering [35], Multi-
Clock [48], TPP [49], and Memtis [39]. For Auto-Tiering we
use opportunistic and background mode (OPM-BD) to get
the best performance. Memtis running on a base-page sys-
tem performs similar to vanilla Linux, such that we keep
the huge-page options as its suggested setting (“always”).
We use Pmbench [86], Graph500 [55], Memcached [53] and
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Figure 6. The pmbench throughput under different concurrency levels and working set sizes.

Redis [66] as benchmarks, and lkp-test [46] tools for light-
weight kernel-level feature characterization.

5.1 Microbenchmark: Pmbench

We use Pmbench [86] to construct memory-intensive work-
loads, profiling the throughput and latency. To elaborate
the cause of performance differences, we analyze the kernel
characteristics at run-time. We also construct a multi-tenant
workload to evaluate the hot/cold identification effective-
ness. Moreover, we track the parameter values during the
benchmark execution time to examine the effectiveness of
our adaptive parameter tuning methods.

5.1.1 Throughput/Latency profiling. We use memory-
intensive workloads with a skewed and sparse access pattern.
With 50 concurrent Pmbench tasks, each having 5 GB pri-
vate working sets, we configure the pattern as normal_ih
and stride as 2, resulting in scattered Gaussian distributed
accesses over the address space.

The throughput results are shown in Figure 6. Chrono
provides higher throughput under various read-write ratios,
outperforming Linux-NB, Auto-Tiering, Multi-Clock, TPP,
and Memtis by 216%, 152%, 92%, 90%, and 102%, respectively.
The absolute throughput of Linux-NB is 71.5 Mop/s, and the
working set includes 62.5M pages for a base-page system,
such that the average frequency is 1.14 access per second.
Auto-Tiering, Multi-Clock, and TPP do not discern such a
high frequency resolution so that they fail to identify the
real hot pages. Memtis suffers from hotness fragmentation,
where each 2MB huge-page has only a half 4KB-regions be-
ing accessed, and its splitting strategy is too conservative
to mitigate this problem. Chrono provides fine-grained fre-
quency measurement on base-page granularity, thus it is
able to relocate hot/cold pages precisely.

We also change the concurrency level and the working set
size to evaluate the adaptiveness of different systems in Fig-
ure 6b and Figure 6¢c. Memtis performs better under smaller
resident sizes, since the increased fast-tier memory ratio al-
leviates the bottleneck caused by hot page fragmentation.
Chrono optimizes the system better under write-intensive
workloads, which comes from the biased read/write perfor-
mance of Optane PM, indicating that Chrono avoids intensive
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memory load/store to the slow-tier pages. We also find that
Chrono is more efficient under high memory utilization, and
the system-wide statistics method yields stable results for
different concurrency levels.

We then concentrate on the 50-process workload and pro-
file its latency distribution under the Linux-NB system in
Figure 7a. We find more improvement space at median la-
tency for read, and at tail latency for write. The latency
characteristics of all the tested systems are shown in Fig-
ure 7. Chrono achieves lower latency than the existing sys-
tems; it reduces the average latency and the P99 latency by
as much as 68% and 79% respectively. Auto-Tiering fails to
distinguish hot and cold pages precisely, because it incurs
high kernel-level overhead by maintaining the LAP lists that
include only coarse-grained frequency statistics. Similarly,
Multi-Clock and TPP distinguish hot pages by LRU lists with
a one-minute time window, which fails to capture the fine-
grained frequency difference. Memtis also achieves more
limited improvements in latency than Chrono because some
hot pages are migrated out of the fast memory due to hot
region bloat. Chrono measures the page access frequency
effectively and selects hot page candidates precisely, leading
to lower overall access latency.

5.1.2 Performance attribution. To investigate the rea-
sons for the performance improvement, we collect run-time
characteristics including the fast-tier access ratio, kernel
level overhead and context switch rate, and show the re-
sults in Figure 8. Generally, Chrono places more hot pages to
the fast-tier with moderate kernel overhead, while reducing
page-fault handling time by precise migration.

We compute the fast-tier memory access ratio (FMAR) by
sampling and dividing the size of memory access records to
fast and slow-tier memory. Higher FMAR indicates more hot
page identified properly. Chrono improves the FMAR from
49% to 77%, which is significantly higher than other systems.
Auto-Tiering spends over 14% of the execution time in kernel,
which is 2.2X the overhead of the Linux-NB baseline, reduc-
ing its optimization effectiveness. Chrono adds 2.1% kernel
time cost compared to Linux-NB, where 1.8% comes from the
DCSC scheme. Memtis avoids extra page fault and metadata
management overhead owing to the huge-page system, and
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it incurs sampling and statistic overhead, leading to 0.7%
total increase. We also observed that the majority of context
switches happen due to page faults. Multi-Clock has the low-
est context switch rate because it adopts LRU lists without
forcing page faults. Chrono reduces the context switch rate
compared to Auto-Tiering and TPP, because it selects hot
pages precisely and avoids redundant page migration.

5.1.3 Hot/cold page identification. We construct a syn-
thetic workload with various frequency levels to illustrate
the effectiveness of the hot/cold page identification schemes.
We profile 50 Cgroups and conduct one Pmbench process in
each with random access pattern. To generate different fre-
quencies, we use the delay parameter to add stall time before
every memory access, with i unit(s) (50 cycles) of delay for
i-th process. Throughput decreases with the increasing of ac-
cess delay, where cgroup-0 has 2.8% throughput of cgroup-49
under Linux-NB.

We monitor the sysfs/numa_stat of each cgroup to col-
lect the number of pages allocated to different memory tiers,
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Figure 9. The DRAM page percentage history of multi-
process benchmarks with different hotness levels.

and define the DRAM page percentage as:
#FastTier page
(#FastTier page + #SlowTier page)

X 100%,

which captures the process’ page distribution. The DRAM
page percentage logs are shown in Figure 9. They demon-
strate that the NUMA-balancing scheme is not able to distin-
guish different access frequencies. All the processes allocate
approximately a 25% ratio of DRAM pages, which is the av-
erage fast-tier memory ratio in the workloads. Auto-Tiering,
Multi-Clock, TPP, and Memtis show results similar to Linux-
NB. The first three have coarse-grained hotness measure-
ment and fail to distinguish differences in access frequencies
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5.1.4 Parameter tuning and Sensitivity test. To demon-

strate the statistical correlation between CIT and page access
frequency, we collect CIT values through the address space of
a Pmbench process with a Gaussian memory access pattern.
Figure 10a shows the CIT distribution at different addresses,
and the profiled access probability density function (PDF)

Figure 11. Graph 500 macrobenchmark: (a) execution time
with various working set sizes and page granularities, and
(b) sensitivity analysis.

within the address space. The dashed line shows the mean CIT-based measurement scheme decouples the frequency
value of the access time interval (in log-scale), which is neg- granularity from the scan-step and scan-period, such that our
atively correlated with the access probability. CIT values are system is able to set moderate values for these two parame-
distributed around the mean access interval, which indicates ters. The P-victim parameter controls the sampling ratio in
that the CIT correctly reflects the page access frequency. DCSC, where a too small sample set is not representative of

To verify the effectiveness of the adaptive parameter tun- the overall distribution, and a too large one leads to increased
ing, we track the CIT threshold and rate limit. The results overhead. For the §-step parameter used in the semi-auto
are shown in Figure 10b, 10c. We find that the CIT thresh- tuning scheme, a smaller value leads to slower convergence
old converges to about 200 ms which is close to the access procedure and decreased performance.

interval upper bound of the hottest 25% pages. Given that
the fast-tier memory consists of 25% of the memory capac- 5.2 Macrobenchmark: Graph500
ity, we conclude that the automatically tuned CIT threshold The Graph500 benchmark is used to analysis the perfor-

classifies hot/cold pages with high precision. It is worth mance of breadth first search (BFS) and single-source shortest
noting that the 200 ms CIT threshold represents a 300 ac- path (SSSP) algorithms on a weighted, undirected graph [14].
cess/minute frequency, surpassing the measurement ability It employs a scalable data generator through which we con-
of Auto-Tiering and TPP. We also find that the rate limit trol the memory consumptions.
decreases and turns stable during the execution time. The We run multi-processes Graph500 test with different work-
page placement needs more intense adjustment at the be- ing set sizes from 128 GB to 256 GB and enforce a base-page
ginning of execution, where Chrono discovers it and adopts setting for all the systems. The speedup results are shown in
an aggressive migration strategy. After a long-term page mi- Figure 11a. We find that under different memory pressure,
gration during execution, the hot and cold page distribution Chrono has better speedup ratios compared to Auto-Tiering,
tends to be optimal thus Chrono adopts a lower and stable Multi-Clock, TPP, and Memtis. It outperforms the Linux-
migration rate. NB by 2.49%, 2.29%, and 2.05X under different working set
We further conduct the sensitivity analysis to other pa- sizes. The main reason is that the graph searching algorithm
rameters by changing their values and observe the perfor- produces hot regions following the various edge degree dis-
mance change. Results are shown in Figure 10d. The scan- tribution, of which the hotter items and the colder items
step parameter has impact on the page-fault rate, where a have mild access frequency difference. The methods based
larger value leads to higher kernel-level overhead and lower on page-fault counters fail to identify the real hot pages
throughput, and a smaller scan-period has a similar impact. from the warm pages, because their inadequate frequency
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Figure 12. In-memory database application throughput.

resolution leads to a poor ability to distinguish the hotness
borderline. Memtis, a PEBS-based solution, achieves perfor-
mance improvements similar to the LRU-based methods, as
it has limited sampling capacity to trace the large amount of
base pages. Chrono is able to measure frequency precisely
and migrate the hotter items stably to the fast-tier.

We also conduct the same experiments with huge-page
settings, and show the results in Figure 11a. The huge-page
system with Linux-NB has a 8% performance gain compared
to its base-page counterpart, as it mainly benefits from the
reduced page-fault handling overhead. Memtis has a sig-
nificant performance gain under huge-page settings, and
outperforms Chrono by 1.03x%, but is slower than Chrono
under base-page settings due to the hot region bloat issue.
Chrono has slightly higher system overhead under huge-
page settings, though it still outperforms Linux-NB by 2.06X
because it includes an adaptive hot/cold page identification
strategy with respect to different page sizes.

To analyze the sensitivity of the system parameters on
the Graph500 benchmark, we conduct the experiments with
different parameter values and show the results in Figure 11b.
Similarly, the scan-step, scan-period and the P-victim have
impact on the page-fault rate, and the §-step has impact
on the convergence speed of the semi-auto tuning scheme.
With all parameters initialized in a reasonable range cen-
tered on the default value, Chrono is able to maintain stable
performance with different settings, which indicates that
our CIT-based measurement scheme and DCSC approach
are adaptive to different system environments.

5.3 Applications: Memcached and Redis

We use the popular in-memory database applications, Mem-
cached and Redis, to evaluate the tiered memory systems.
For key-value generation and performance statistics, we use
the standard benchmark named memtier-benchmarks [65].

We construct a key-value store including 500 M items,
which consumes 160 GB memory. To maintain the same
initial page distribution, we start the database and perform
sequential initialization on all the items, with Gaussian dis-
tributed SET/GET ops for performance statistics. Results
are collected as the normalized throughput values shown in
Figure 12. As the results show, Chrono generally provides
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Figure 13. Design choice analysis.

better overall throughput on Memcached and Redis. These
in-memory databases generate massive page access oper-
ations, whose active working set sizes are larger than the
DRAM space. The systems with coarse-grained frequency
measurement schemes are not able to distinguish real hot
pages from the slow tier under memory-intensive environ-
ment. For Memtis, the huge-page system leads to memory
bloat with an average bloat rate of 145%, such that the fast-
tier memory pages are not fully utilized, and the actual hot
region is significantly smaller than the identified one. Chrono
manages to perform meticulous hotness measurement and
flexible page migration, such that it identifies and relocates
hot and cold pages precisely.

5.4 Design Choice Analysis

To understand the benefit of different design parts, we first
implement Chrono-basic which adopts the one-round CIT
filtering, and the semi-auto parameter tuning scheme (with
a 120 MB/s rate limit, the stable state in adaptive tuning).
To evaluate the candidate filtering design, we implement
Chrono-twice and Chrono-thrice, which use a 2-round and a
3-round scan for hot page selection respectively. To evaluate
the parameter tuning scheme, we implement Chrono-full,
which adopts 2-round candidate filtering and DCSC schemes
simultaneously. To show the potential of the low-overhead
semi-auto tuning, we also consider a Chrono-manual con-
figuration, which is based in the semi-auto tuning scheme
and for which we configure the rate limit parameters as the
average of adaptive tuning results per minute.

We use Pmbench for the evaluation and we show the
results in Figure 13. The improvement from Linux-NB to
Chrono-basic shows the benefit of timer-based measure-
ment scheme, indicating that timers provide more precise
frequency resolution to classify hot/cold pages better. Com-
paring Chrono-twice with Chrono-basic, we conclude that
the filtering scheme improves Chrono by reducing the mea-
surement deviation and improving the hot page migration
efficiency. The similar performance of Chrono-thrice and
Chrono-twice indicates that a 2-round selection is enough,
as more rounds have marginal impact on performance while
consuming more resources. The improvement between Chrono-
twice and Chrono-full comes from the DCSC-based tuning
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scheme, which adjusts key parameters adaptively and fur-
ther reduces redundant page migration. Last but not least,
Chrono-manual exhibits a comparable performance, with
slightly lower hot page identification efficiency and more
user-level execution time. It shows that the low-overhead
semi-auto tuning is viable when ideal manual configuration
is provided.

6 Related Work

There have been many studies dedicated to heterogeneous
memory system design. Existing works focus on distinct im-
portant fields including memory expansion [3, 24, 59, 62, 87],
disaggregation and pooling [5, 22, 30, 51, 76, 83], and next-
generation storage computing technologies [10, 15, 32]. They
pay more attention to the system functionality requirements
and interface construction methods. Our work focuses on op-
timizing such heterogeneous memory architectures, where
memory hotness identification and page migration matter.

The topic of placement optimizations for heterogeneous
memory architectures has been extensively studied. Apart
from the studies we analyzed in this paper, there are some
user-level page classification and migration researches [16,
45, 58, 68]. User-level management is able to utilize more
specific application statistics but loses transparency, while
kernel-level tiered memory management has inherent limi-
tations caused by restricted resource. Meanwhile, some re-
searchers also reconsidered the architecture of the memory
hierarchy, including optimizations to the existing caching
paradigm [41], and the design of non-exclusive memory
tiers [81]. These works are orthogonal to our research, as
they focus on the memory hierarchy organization principles
and the page accessing mechanisms.

There are also some studies focusing on page migration
optimizations [44, 71, 79, 85]. They encompass advanced
mechanisms to accelerate the page migration procedure in
the kernel space, leaving the page migration criterion un-
changed. Such optimization methods include symmetric mi-
gration, batched migration, huge-page-aware migration, etc.
These optimized migration techniques are orthogonal to the
contributions regarding hotness measurement and hot/cold
identification.

7 Conclusion

In this paper, we present Chrono, an OS-level tiered mem-
ory management system that precisely captures page access
frequencies in different tiers and migrates hot/cold pages
efficiently. We propose to use CIT as a meticulous page hot-
ness measurement, enhancing the kernel-level access fre-
quency assessment ability. We design adaptive parameter
tuning methods to enable flexible hot page migration, com-
bining them with a proactive demotion scheme to stabilize
overall performance. We implement Chrono and evaluate it
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using various memory-intensive benchmarks and applica-
tions. Experimental results show that Chrono outperforms
state-of-the-art tiering systems by a large margin.
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Appendix A Artifact
A.1 Abstract

The artifact of this paper contains the prototype implementa-
tion of Chrono, a novel tiered memory system that provides
fine-grained hotness measurement and flexible page migra-
tion with low overhead. The artifact is based on the Linux
kernel v5.18.0, with 1.9k SLOC code changes. It also includes
the compiling and installing instructions and part of the raw
experimental data used in the evaluation section.

A.2 Description & Requirements

How to access. You can access the source code of Chrono
at this GitHub repository: https://github.com/SJTU-DDST/
chrono-project. The artifact is released under the GPLv2
license, which follows the license of the Linux kernel. We
have also uploaded the artifact to Zenodo, and the DOI is
https://doi.org/10.5281/zenodo.14875828.

Hardware requirements. To download and compile the
artifact, you need a machine with at least 8GB of free disk

851

EuroSys ’25, March 30-April 3, 2025, Rotterdam, Netherlands

space and 4GB of DRAM. Moreover, we highly recommend
using a server with physical Intel Optane DC Persistent
Memory (PMem) modules to better evaluate the performance
of Chrono on a tiered memory system. A server with 2 Intel
Xeon Gold 6348 CPUs and 128GB of DRAM and 256GB of
PMem is used in our evaluation.

Software dependencies. Any Linux distribution with ker-
nel v5.15 or later is theoretically compatible with Chrono.
Moreover, we recommend using Ubuntu 20.04 LTS as the
host system, which make the compiling process and installa-
tion of dependencies easier.

Additionally, the following tools are required to construct
a tiered memory system:

e ndctl is a utility for managing the Non-Volatile Mem-
ory Device Control and NVDIMM subsystem.

e ipmctl is a utility for managing Intel Optane DC Per-
sistent Memory modules.

e daxctl is a utility for managing Device-DAX devices.

You can check the installation instructions by referring to
the official documentation at https://docs.pmem.io/.

Benchmarks. The suggested benchmarks for evaluating
Chrono are listed in the evaluation section of the paper. You
can download the source code of these benchmarks from the
following links:

e PmBench: github repo at
https://github.com/blakecaldwell/pmbench

e Graph500: github repo at
https://github.com/graph500/graph500

e Memcached: github repo at
https://github.com/memcached/memcached

A.3 Set-up

The compilation and installation of Chrono are almost iden-
tical to the process of compiling the Linux kernel.

Step 1: Download the source code. You can download
the source code of Chrono from the GitHub repository.

git clone [our repository]

cd chrono-project

Step 2: Compile the kernel. We provide a script to com-
pile the Chrono kernel.

bash compile-install.sh

Make sure that current user has sudo privilege, and the
.config file is successfully saved during the menuconfig step.

Step 3: Reboot the system. Before rebooting, make sure
that the kernel is correctly installed, by checking the boot
directory:

1s /boot

While rebooting, make sure to select the correct kernel
version from the boot menu.


https://github.com/SJTU-DDST/chrono-project
https://github.com/SJTU-DDST/chrono-project
https://doi.org/10.5281/zenodo.14875828
https://docs.pmem.io/
https://github.com/blakecaldwell/pmbench
https://github.com/graph500/graph500
https://github.com/memcached/memcached
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Step 4: Install PMem Tools. Install the NDCTL, IPMCTL,
and DAXCTL tools to manage the PMem modules.

Step 5: Configure Tiered Memory. The persistent mem-
ory is configured as DAX devices by default. To make the
persistent memory as system RAM

daxctl reconfigure-device -m system-ram daxX.Y

Check our README document in github repo for detailed
instructions, where daxX.Y should be replaced with the ac-
tual device name.

Step 6: Enable Chrono. To enable the Chrono features:

echo 1 > /sys/kernel/mm/numa/demotion_enabled

echo 2 > /proc/sys/kernel/numa_balancing

Then check our README document in github repo for
more detailed instructions to adjust the parameters of Chrono.

A.4 Evaluation workflow

We mainly show an example of using PmBench to evaluate
Chrono in this section.

Step 1: Install LKP tool. The LKP (Linux Kernel Perfor-
mance) is a benchmarking tool that can be used to evaluate
the performance of the Linux kernel, which is available at
https://github.com/intel/lkp-tests.git.

Step 2: Run PmBench. We provide samples in test direc-
tory.

cd test/pmbench

sudo lkp run ./60G-4G-64-tiering.yaml

You should be able to see the benchmark results as json
files in the test/pmbench directory. Our repo also includes
the raw logs for a baseline kernel. More details about the
json results can be found in the LKP documentation.

We suggest running the benchmark using numactl and
taskset to get stable results. More detailed instructions can
be found in our documentation.

Appendix B Theoretical Analysis

Here we provide the theoretical analysis supporting our
candidate filtering scheme.

B.1 Lower measurement variance.

If we perform multiple rounds of scan and get multiple CIT
values of a page, we need to estimate the access period accu-
rately. A naive choice is to calculate the mean-value as an
estimation. Our candidate filtering design is equivalent to a
maximum-value estimator. Here we show that the maximum
value is a better choice when compared to the mean value.
Specifically, the former has a lower variance.

Assume that we are measuring a page with inherent access
period Ty. During the run-time we scan it n times and get a
series of CIT values, denoted as t1, ts, . . ., t,,. Because the scan
events occur independently of the application execution, we
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have that ¢; are i.i.d. following a uniform distribution:

ti ~U[0, To]. (1)
For an mean-value estimator, it uses
~ 2
Ty = - Z ti (2)
i=1

to estimate Ty. We calculate the mean and variance of fl as:

n

~ 2 2 T
ET) ==Y Et)=2n-2=1,
(M= L Ew =Fom 5 =T
- 3)
~ 4 4 T?  T?
(T) nz; ()=~ n- 2 =20
Meanwhile, for a maximum-value estimator, it uses
~ n+1
2= max t; (4)
n i

to estimate Ty. Denote the variable max; t; as M, and we have
the cumulative distribution function of M is

Fp(m) = P(M < m) = (?) )

0

We then calculate the mean and variance of T; as:

. To
E(T) = n:l-l [nzom - Fy(m)ydm =T,
. 1)2 To
D(Tz) = (n :2 ) (-[n:O m? - F},(m)dm — EZ(M)) (6)
T nn+2) "

Comparing equation 3 and equation 6, we conclude that the
maximum-value estimator has lower variance. Actually, we
are able to prove that the maximum-value estimator is the
minimum variance unbiased estimator in our case, following
the lehmann-scheffe theorem [11, 40].

B.2 Higher selection efficiency.

When we consider cold pages (i.e., whose access period is
greater than the CIT threshold), they also have a chance to
be measured as hot because of the randomness of CIT. A
classification method is better if it ensures a higher real-hot-
page ratio in the selected hot pages. On the other hand, the
scan procedure is executed in kernel mode consuming CPU
and memory. We can model the promotion efficiency by the
real-hot-page ratio and the cost.

Denote all the pages as a set {pg; }, where T; is the access
period of pg;, and the CIT threshold is TH. The real hot page
number is Nj, = |{i|T; < TH}|. If we adopt n-round scan, the
probability of a page pg; to be identified as hot page is

1 ,T; <TH
n
(M) T, > TH

i

Phot (pg:) = { ™)
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Figure B1. Image of function h, where « changes in {0.25,
0.3,0.4, 0.6, 0.9, 1}.

Then we model the page hotness distribution using a cumu-
lative function and its normalized density:

F(t) = |{i|T; < t}|, where t € (0, 00).

1 t 8
f(x)= mF'(x), where x = TH ®)
So that the real-hot-page ratio is calculated as
1
R =—
/()= 5w
where S¢(n) =/ f(x) (—) dx.
x=1 X

Intuitively, S¢(n) represents the number of miss-classified
cold pages. Further taking the cost of the n-round scan into
consideration, we define the hot page selection efficiency as:

E(n) = %Rf(n). (10)

With equation 10, we can calculate the efficiency Ef(n) for
any given page hotness distribution f and round number n.
The realistic distribution of access period should be bounded.
Some existing work [2] has shown that the distribution is
generally dense in the hot region, and sparse in the cold
region.

We use a class of function h(x, @) in place of f(x) to cap-

ture the feature, where h is defined as
1
h(x,a) = — xlw
Cq

ax+
N4

i, where 0 <a <1. (11)
The C,, is a coefficient ensuring fx 1:0 h(x, a) dx = 1, required
by the normalization property of f(x). Figure B1 shows the
image of function h(x, @) with some fixed « value between
0.25 and 1. The maximum of h(x, @) get higher value when
« is smaller.

We first analyze the case a = 1, where h(x, «) becomes a
constant function h(x) = 1, indicating totally random page
distribution over access period. Then the efficiency Ep(n) is
calculated as

1 _n—l
fxc:l(%)"dx n?

1
Ep(n) = nla

1,2,3... (12)

, n=
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Figure B2. Numeric calculation results of Ep(y «)(n), where
n changes from 2 to 7.

It is obvious that E,(n) has a maximum value at n = 2 in
equation 12. In another word, under a workload with random
page access period distribution, the two-round filtering has
the best efficiency.

We also analyze the case of Ej(x ) (1) with various « val-
ues by the numeric integral method. Figure B2 plots the
image of promotion efficiency v.s. & value. The results show
that round number n = 2 generally gets a higher efficiency. It
is worth noting that the format of h function and domain of
a value are of our choice. If one settles the cold page density
value as h(x) = 10 for x > 1, or @ = 0.01, they will get
other results where a round number choice n > 2 has the
best efficiency. However, those page distribution hypotheses
are not realistic. We have also provided the comparison in
the evaluation section, to show that two-round filtering is
proper for real-world applications.
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